The Memory Hierarchy -Chapter 6

In practice, a memory system is a hierarchy of storage devices with different capacities, costs,
and access times. CPU registers hold the most frequently used data. Small, fast cache memories nearby
the CPU act as staging areas for a subset of the data and instructions stored in the relatively slow main
memory. The main memory stages data stored on large, slow disks, which in turn often serve as staging
areas for data stored on the disks or tapes of other machines connected by networks.

Memory hierarchies work because well-written programs tend to access the storage at any particular level
more frequently than they access the storage at the next lower level. So the storage at the next level can be
slower, and thus larger and cheaper per bit. The overall effect is a large pool of memory that costs as
much as the cheap storage near the bottom of the hierarchy, but that serves data to programs at the rate of
the fast storage near the top of the hierarchy.

This idea centers around a fundamental property of computer programs known as locality . Programs with
good locality tend to access the same set of data items over and over again, or they tend to access sets of
nearby data items. Programs with good locality tend to access more data items from the upper levels

of the memory hierarchy than programs with poor locality, and thus run faster.
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6.1.1 Random-Access Memory

Random-access memory (RAM) comes in two varieties—static and dynamic. Static
RAM (SRAM) is faster and significantly more expensive than Dynamic RAM
(DRAM). SRAM is used for cache memories, both on and off the CPU chip.
DRAM is used for the main memory plus the frame buffer of a graphics system.
Typically, a desktop system will have no more than a few megabytes of SRAM,
but hundreds or thousands of megabytes of DRAM.

Static RAM

SR AM stores each bit in a bistable memory cell. Each cell is implemented with
a six-transistor circuit. This circuit has the property that it can stay indefinitely
in either of two different voltage configurations, or states. Any other state will
be unstable—starting from there, the circuit will quickly move toward one of the
stable states. Such a memory cell is analogous to the inverted pendulum illustrated
in Figure 6.1.

The pendulum is stable when it is tilted either all the way to the left or all the
way to the right. From any other position, the pendulum will fall to one side or the
other. In principle, the pendulum could also remain balanced in a vertical position
indefinitely, but this state is metasiable—the smallest disturbance would make it
start to fall, and once it fell it would never return to the vertical position.

Due to its bistable nature, an SRAM memory cell will retain its value indef-
initely, as long as it is kept powered. Even when a disturbance, such as electrical
noise, perturbs the voltages, the circuit will return to the stable value when the
disturbance is removed.

Figure 6.1

Inverted pendulum.
Like an S5RAM cell, the
pendulum has only two
stable configurations, or

Stable left Unstable Stable right

Transistors ~ Relative Relative
per bit  access time Persistent? Sensitive?  cost Applications
SRAM 6 1x Yes No 100x  Cache memory
DRAM 1 10 No Yes 1 Main mem, frame buffers

Figure 6.2 Characteristics of DRAM and SRAM memory.

Dynamic RAM

DRAM stores each bit as charge on a capacitor. This capacitor is very small—
typically around 30 femtofarads, that is, 30 = 10~'° farads. Recall, however, that
a farad is a very large unit of measure. DRAM storage can be made very dense—
each cell consists of a capacitor and a single access transistor. Unlike SRAM,
however, a DRAM memory cell is very sensitive to any disturbance. When the
capacitor voltage is disturbed, it will never recover. Exposure to light rays will
cause the capacitor voltapes to change. In fact, the sensors in digital cameras and
camcorders are essentially arrays of DRAM cells.

WVarious sources of leakage current cause a DRAM cell to lose its charge
within a time period of around 10 to 100 milliseconds. Fortunately, for computers
operating with clock cycle times measured in nanoseconds, this retention time is
quite long. The memory system must periodically refresh every bit of memory by
reading it out and then rewriting it. Some systems also use error-correcting codes,
where the computer words are encoded a few more bits (e.g., a 32-bit word might
be encoded using 38 bits), such that circuitry can detect and correct any single
erroneous bit within a word.

Figure 6.2 summarizes the characteristics of SRAM and DRAM memory.
SRAM is persistent as long as power is applied. Unlike DRAM, no refresh is
necessary. SRAM can be accessed faster than DRAM. SRAM is not sensitive to
disturbances such as light and electrical noise. The trade-off is that SRAM cells
use more transistors than DRAM cells, and thus have lower densities, are more
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Conventional DRAMs

The cells (bits) in a DRAM chip are partitioned into d supercells, each consisting
of w DRAM cells. A 4 x w DRAM stores a total of dw bits of information. The
supercells are organized as a rectangular array with r rows and ¢ columns, where
rc =d. Bach supercell has an address of the form (i, j), where i denotes the row,
and j denotes the column.

For example, Figure 6.3 shows the organization of a 16 x 8 DRAM chip with
d =16 supercells, w = 8 bits per supercell, r =4 rows, and ¢ =4 columns. The
shaded box denotes the supercell at address (2, 1). Information flows in and out
of the chip via external connectors called pins. Each pin carries a 1-bit signal.
Figure 6.3 shows two of these sels of pins: eight data pins that can transfer 1 byte

Figure 6.3 UMAMchp
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inor out of the chip, and two addr pins that carry two-bit row and column supercell
addresses. Other pins that carry control information are not shown.

Aslde A note on terminology

The storage community has never settled on a standard name for a DRAM array element. Computer
architects tend to refer to it as a “cell,” overloading the term with the DRAM storage cell. Circuit
designers tend to refer to it as a “word,” overloading the term with a word of main memory. To avoid
confusion, we have adopted the unambiguous term “supercell”

in or out of the chip, and two addr pins that carry two-bit row and column supercell addresses. Other pins that carry control information are not
shown.

Hach IDNEAM chip s connecled w some circwilry, knaown as the sresnory
cewdroifer, Lhal can Lransficr w bils sl a ime o and from cach IDDVIEA M chip. To read
the conLenls of smpscrocdl (o, ). the memory conlrodler sendds the now addness © o
the DIEANM, [ollowed by Lhe ocodumn address jo The IDVEUA M respomsds by scnding
the contenls of suporocell (. ) back o the controdler. Thoe row address @ s called a
MRAS (Row Access Sirode ) reguest. The column address g is calbed a AN (Colernm
Access Strobe) reguest. Motice thal the RAS amd (CAS requests sharce the samc
IPIRAM sdddrcss pines

For cxampilc, Lo nead supscrocll (2, 1) from thic 16 < 8 IDIRAM in Figurc 6.3, Lthe
moemory conbroller scmis row address 2, as shown in Figure G.4{a). The IDILABRM
responds by copying, the entire contenlis of rows 2 inko an internal row bofTor, Mexi,
the momory conlrdlecr scnds column address 1, as shown in Figure §.40b). Tho
IDIRAM responds by copying the & bits in superccll (2, 1) fromm the rosy boflc r and
scndding Uhem o the moemaory comlrodber.

Crec reasonm circuil desipners organiec DILA NS as tweo-dimonsional arrays
imslcad of lincar arrays is Lo redsoc the nomber of address pins on Lhe chipe For
cxamplbe, il our cxample 128 hit IDVIRLAM were orpganisocd as a limcar array of 16
supcrcclls wilh addresscs O b 15, Uthen the chip woubd necd fowr address pins
imslcad of two. The disadvaniage of Lhe two-dimensional array orgamirzalion is
that addressces must be scnt in tao distinct sicps, which incrcases the acccss Limec.
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Figure &4 Readimg the conbtents of a DRAM supercell.



Memory Modules

IDIEAM chips arc packaged in memory modiles Lhal plug inlo cxpansion slols
on Lhe main sysicm board (molherboard). Commaon packages include Lhe 168-
pin dual inftne memory modale (DIMM), which transfers data 1o and (rom the
memory conlroller in 64-hil chunks, and the 72-pin single line memory module
(SIMM), which Lransicrs dala in 32-hil chunks

Hgure 6.5 shows Lhe basic idea of & memory module. The cxample modulc
slores a lotal of 64 MB (megabyles) uwsing cighl 64-Mbil 8 <« 8 DIRAM chips,
numhbered O w 7. Hach supercell stores 1 byle of maln memory, and cach 6d-
bil doubleword® al byle address A in main memory is represenied by the cight
supcroclls whose corrcsponding superccll address is (o, y). In the cxamplc in
Figure 6.5, IMTAM 0 stores the first (lower-order) byie, IMEAM 1 swores the nexl
byic, and so0 o,

T retricve A 64-bil doubeword al memory address A, the memory controlber
converls A Lo a supercell address (5, ) and sends il o the memory module, which
then broadcasts « and § o cach DEAM. In responsc, cach IDRAM oulpuls the 8-
hiLcontents of il (e, § ) supercell Circuitry in the modobe collzets these ootpals and
lorms Lhem inlo a é4-bil dowbdcword, which il returns o Lhe memaory controdler.

Main memaory can be apgregated by conmnccling multiple memory modules Lo
the memory conlnolier. In this case, when Lhe conlroller receives an address A the
conlroller sclects Lhe module & thal conlains A, converls A Lo ils (e, ;) fomm, and
sends (e, r) Lo masdube k.

addr (row = i, col = j)
[: Supercell (i,j)
DRAM O
] 64 MB
O o memory module
'Y consisting of
8 BMx8 DRAMs
I
data

56-63 | 48-55 | 40-47 | 32-39 | 24-31 |16-23 | 815 | 07

63 5655 4847 4030 3231 2423 1615 8 7 0
Memory
L T T T T 1 | controlier

64-bit doubleword at main memory address A

64-bit doubleword to CPU chip

Figure 6.5 Reading the contents of a memory module.



Nonvolatile Memory

DR AMsand SR AMs are volatile in the sense that they lose their information if the
supply voltage is turned off. Nonvelatile memories, on the other hand, retain their
information even when they are powered off. There are a variety of nonvolatile
memories. For historical reasons, they are referred to collectively as read-onfy
memories (ROMs), even though some types of ROMs can be written to as well as
read. ROMs are distinguished by the number of times they can be reprogrammed
{written to) and by the mechanism for reprogramming them.

A programmable ROM (PROM) can be programmed exactly once. PROMs
include a sort of fuse with each memory cell that can be blown once by zapping it
with a high current.

An erasable programmable ROM (EPROM) has a transparent quartz window
that permits light to reach the storage cells. The EPROM cells are cleared to zeros
by shining ultraviolet light through the window. Programming an EPROM is done
by using a special device to write ones into the EPROM. An EPROM can be
erased and reprogrammed on the order of 1000 times. An electrically erasable
PROM (EEPROM) is akin to an EPROM, but does not require a physically
separate programming device, and thus can be reprogrammed in-place on printed
circuit cards. An EEPROM can be reprogrammed on the order of 10° times before
it wears oul.

Flash memory is a type of nonvolatile memory, based on EEPROMs, that
has become an important storage technology. Flash memories are everywhere,
providing fast and durable nonvolatile storage for a slew of electronic devices,
including digital cameras, cell phones, music players, PDAs, and laptop, desktop,
and server computer systems. In Section 6.1.3, we will look in detail at a new form
of flash-based disk drive, known as a solid state disk (551), that provides a faster,
sturdier, and less power-hungry alternative to conventional rotating disks.

Programs stored in ROM devices are often referred to as firmware. When
a computer system is powered up, it runs firmware stored in a ROM. Some

Accessing Main Memory

Data flows back and forth betwoeen the processor and the DRAM main memory
over shared clectnical conduits called buses. Hach transfer of data between the
CPU and memory is accomplished with a scrics of sieps called a bus fransaction.
A read transaction transfcrs data from the main memory to the CPUL A write
transaction transfcrs data from the CPU to the main memory.

A bus is a collection of parallel wircs that carry address, data, and control
signals. Dopending on the particular bus design, data and address signals can share
the same scl of wires, or they can use different sets. Also, more than two devices can
sharc the same bus The control wires carry signals that synchronize the transaction
and identify what kind of transaction is currcatly being performed. For cxamplc,
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Figure 6.6 CPU chip
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and main memory.

Systembus  Memory bus

is this transaction of inlcrest to the main memory, of 1o some other VO device
such as a disk controlicr? Is the transaction a read or a write? Is the information
on the bus an address or a data item?

Hgure 6.6 shows the configuration of an cxample computer system. The main
componcnts arc the CPU chip, a chipsct that we will call an /O bridge (which
includes the memory controller), and the DRAM memory modules that make up
main memory. These components are connccted by a pair of buscs: a system bus
that connects the CPU to the 10 bridge, and a memory bus that connects the 10
bridge to the main memory.

‘The 1O bridge translates the clectrical signals of the system bus into the
clectrical signals of the memory bus. As we will sce, the /0 bridge also connects
the system bus and memory bus Lo an 1/ bus that is shared by 110 devices such
as disks and graphics cards. For now, though, we will focus on the memory bus
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Flgure 6.8 Memory write transaction for a store operation: movl $eax, A

6.1.2 Disk Storage

Disks are workhorse storage devices thal hold coormouws amounls of data, on
the order of hundreds o thowsands of gigabylcs, & opposed o the hundreds or
Lhousands of megabyles in a A M-bascd memory. Howewer, il Lakes on Lhe order
o millisceconds W read information from a disk, & hundred thowsand Gmes knger
Lhan [rom DEAM and a million limes longer than from SEAM.

Disk CGeometry

Disks are constructed from plaiters. Fach plaller consists of two sides, or surfoces,
Lhal arc coaled with magnelic recording matenal. A rolaling spindle in Lhe cenler
of Lhe plaller spins Lthe platicr al a fixed redaional rale, Uypically between 5400 and

(3] Single-platior view
Flgure 6.9  Disk geometry.



Flgure 6.9 Disk geometry.

15,000 reveduifons per minie (RPM). A disk will Lypically conlain one or more of
these plallers cncascd in a scaled conlainer.

Figurc 6.%a) shows Lthe geomelry of a Lypical disk surface. Fach surface
consists of a colledlion of concentric rings called iracks. Hach track is partilioncd
inlo a collection of seciors. Fach scclor conlains an cqual number of dala bils
(Lypically 512 bylcs) cnooded in the magnclic malcrial on the sedor. Scclors arc
scparaled by paps where mo dala bils arc stored. CGaps store formalling bils Lhal
idenlily scclors

A disk consists of onc or more plallcrs siacked on Lop of cach olher and
cncascd in a scaled package, as shown in Figure 6.9(b). The enlire asscmbly is
oflen referred Lo as a disk drive, although we will usually refer o il as simply &
divk. We will somclime refer Wo disks 85 relaiing disks 1o dislinguish them from
Nash-bascd solid siaie disks (3513s), which have no moving parts.

I¥isk manulaclurcrs describe the geomelry of mulliple-platier drives in lcrms
of cylinders, where a cylinder is Uhe colleclion of Lracks on all Uhe surfaces Lthal arc
cquidisiant from Lhe conber of the spindle. For cxamaple, il a drive has three platiers
and six surfaces, and the tracks on cach surface arc numbcred consisicoily, then
cylinder k is Lhe collection of the six instances of Lrack k.

sk Capacity

The maximum number of bils thal can be recorded by a disk is known as ils max-
imem capactly, or simply capacify. Disk capacily is determined by Lhe following
lechnology [aclors:

= Recording density (bitsfin]: The numbcr of bits thal can be squecred inlo a
1-inch scgment of a Lrack.

= Track densily (trackstn): The number of racks Lhal can be squecrcd inlo a
1-inch scgment of the radius cxtending from the cenler of the platter.

IFisk manul@clorers work Llirclesshy oincrease arcal densily (and Lhos capac-
ilw), and Lhis is dooblimg cvery low ycars The original disks, designed in an age of
kow arcal densily, partitioned cvery rack inlo Uhe samc number of scclors, which
was delermincd by the mumber of scclors Lhal could be recorded on Lhe inncrmosl
wrack. To maintain a fixcd number ol scclors per irack ., Uhe scclors were spaced far-
ther apart on Lhe ouler lracks This was a reasonable approach whon ancal densilics
were relalively low. Howewer, as arcal doensilics imcrcascd, the gaps belbwecn scc-
Lors (wherc mo data bils were stoncd) bocamc unacocplably large. Thos, modcrn
high-capacily disks usc a lechnigue Enown as malifple cone recording . where the
sel of cylinders is partitioned inlo disjoinl subscis Enown as recordine comnes. Fach
ol covnesis 1 ol & comtiguous colleclion of cylinders. Fach track incach cylinder in
a wonc has the samc number of seclors, which is dolcrmined by the nomber of scc-
Lovrs thal can be packed into the inncrmeost rack of the conc. Mole that diskcllcs
{Mogppy disks) still use Lhe odd-Tashioncd approach, wilth a constanl number of

SCCLONS por rack.

M=k capacily —

Thic capacily of a disk is given by the following Formala:
# bylcs . avcrage # scclors e # Lracks " # surfaces . # plallcrs
SCCLOr Lrack surface plalicr diisk

o cxample, suppose we have a disk wilh 5 plallers, 512 bylcs por soclor,
2000 reecks porsurface, and an average of 3 scclors poer Lrack . Then the capacily

ol Lthe: disk is-
- . 512 bylecs JOH) scclors 2N Lracks 2 surfaccs 5 plallcrs
sk capacily —
o ¥ soclor Lrack * surface plallcr sk
= 0,720, (W0 WD byles
=3T2GH.

Molice thal manulaciurcrs cxpress disk capacily in unils of gigabyles (CGH), whore

1 GR = 107 bytes.



= Seek time: To read Lhe conlenls of somc largel scolor, Lhe arm first positions
thiz head over Lhe Lrack thal contains Lthe arecl seclor. The lime required Lo
mowe Lhe arm is called the seek time. The scck ime, T, 4. depends on the
previous position of the head and the specd thal Lthe arm moves across Lhe
surface. The average seck lime in modern drives, Tn. seair MEASUred by Laking
the mcan of several thousand sceks W random seclors, is Lypically on the order
of 3 Lo 9 ms The maximum Lime for a single seck, T, ;... can be & high as
M ms.

= Rotational latency: (Ince Lhe head is in posilion over Lhe brack, Lhe drive wails
Tor Lhe first bil of the targel scclor Wo pass under the head. The poerformance
of this step depends on bolh the position of the surface when the head armives
al Lhe Largel scctor and the rolational speed of the disk. In the worst casc, the
head just misses Lhe Llarged seclor and wails for Lhe disk 1o make a Mol rolation.
Thus, the maximum rolalional lalency, in scconds, is given by
T o 1 “ 6 ses
max rodafion Rm I I'I:Ii.ri
The average rotational lIency, oy roies- 5 SIMplY hall of T oio-
= Tramsfer time: When Lhe first bil of the largel scclor s under Lhe head, the
drive: cam hegin Lo read or wrile Lhe conlenis of the scclor. The Lransicr lime
for onc seclor depends on Lhe rotational specd and the number of scclors per
track. Thus, we can roughly cstimale Uhie average Uransfer ime for one seclor
in seconds as

T 1 . 1 “ &l soes
amgireesfer — PN T (average # scctorsiirack) | min

W can estimale the average Llime Wo access the conlents of a disk scclor as
the sum of the average scek Lime, Lhe average rolalional latency, and Lhe averape
Uransfcr lime. For cxample, consider a disk wilh Lhe following paramclcrs:

I"aramcicr Valuc
Rotatiomnal rule T200 RI'M
Tq.-t 9 ms=

Avcrage B scclorsitrack. 400
For this disk, the average rolalional lalency (in ms) is
Toug rotation = V2 % Ty rotaiion
=112 s (6l scos /| T200 RPM) s 1000 mafsec
r= i ms
Th average Uransfer lime is
T, = 60 THE) RPM = 1 7 400 scctorsiirack = 1000 msfscc

sy iransfer
== .02 ms

Pulling it all iogcther, the Lotal cslimaled access Lme is

[ ) SN ST ) A
=9 ms+ 4 ms 4 0.02 ms
=13.02 ms

“This cxample illusirales some imporlant poinls:

= The lime Lo access Lhe 512 byles in a disk scctor is dominated by Lhe scck Lime
and Lthe rolalional lalency. Accessing Lhe first byle in Lhe scclor lakes a long
lim, bul Lthe remaining byles arc csscenlially froc.

= Kince Lhe scck Ume and rolational latcncy arc roughly the same, Lwice Lhe
scck lme is a simple and reasonable nule for cstimalting disk scocss lime.

= The access lime for 8 doubleword stored in SRAM i roughly 4 ns, and 60 ns
For IVRAM. Thus, the time o read a 512-byle seclor-sived block from memory
is roughly 256 ns for SRAM and 4000 ns for DRRAM. The disk access Lime,
roughly 10 mes, is aboul 40,000 limes greater than SIRRAM, and abowt 2500 imes
grealer than IDRAM. The dillerence in access limes is even more dramatic il
wo compare Lhe limes Lo aocess a single word.

Practice Problem 6.3
Fslimalc the average Lime (in ms) Lo access i scclor on Lhe following disk:

Parameler Walue
Ruotational mic 15,000 RPM
T..;“d B ms

Averape § soctomitrack SO0



6.2 Locality

Well-wrillen compuler programs Lend o cxhibil good fecafiry. Thal is, they wend
Ly reference dala ilems Uhal arc near olher recenlly referenced dala ilemes, or
thal were recenlly refercnced themselves. This Lendency, known &= the princlpile
af focaillly, is an cnduring concepl Lhal has cnormows impact on Uhe design and
performance of hardware and soflwane syslems

Sechion 6.7 Lomlity  5B7

Localily is Lypically described as having two distinc forms: femporal fecalily
and spariaf focality. In a program with good lemporal kocalily, a memory location
thal is referenced once is likely wo be referenced again mulliple limes in the near
Muture. In & program with good spatial koecalily, il 8 memory localion is referenced
onoe, Lhen Lhe program is likcly Lo relerence a ncarby memory bocation in the near
Tulure.

Programmcrs should understand the principle of locality bocause, in gencral,
programys with govd localily ran faster than programs with peor ocaliiy. Al levels
of modern compuler sysiems, from Lhe hardware, 1o the operaling syslem, Lo
application programs, arc designed o cxplodil locality. AL the hardware kevel, Lthe
principle of locality allows com pulcr designers Lo spocd up main memaory acccsscs
by inbroducing small fast memorics known as cache memories Lhal hold blocks of
the most recenlly relforenced instructions and dala ilecms. Al Lhe operaling syslcm
bevel, the principle of locality alkows Lhe syslcm Lo wsc the main memory as 8 cache
o Lhe most recenlly relcronced chunks of the virleal address space. Similarky, Lthe
opcraling syslom wscs main memaory Lo cache the most reccnily used disk blocks in
thc disk il system. The principlc of locality also plays a crucial rolc in the design
of application programs. For cxample, Wb browscrs cxploil lemporal kocality by
cachimg recenlly refcrenced documents on a local disk. High-volume Web scrvers
hold recently requesied documents in front-cnd disk caches thal satisly regqucsis
for these documcnis withoul reguiring any inlervenlion from Lthe scrver.

6.23 Summary of Locality

In this section, we have introduced the Tundamental idea of localily and have
identificd some simple mules for gqualitatively cvalualing the kocalily in o a
program:

= Programs thal repealedly relcrence Lhe same variables cnjoy good cmporal
lascality.

= For programs wilh stride-k reference pallerns, the smaller the stride Lhe beller
Lhiz spatial locality. Programs wilh stride-] reference pallcms have pood spa-
Lial locality. Programes thal hop around memory wilh large strides have poor
spalial locality.

= Loops have pood lemporal and spalial localily wilh respecl Lo inslmuclion
fclches The smaller the loop body and the grealer the number of loog il-
crations, Lhe betler the locality.



Caches

In general, a cache {pronounced “cash™) is a small, fast storage device Lhal acls as
a slaging arca for the dala objects stored in a larger, sbower device. The proscess off
using, & cache is known as coching (pronounced “cashing ™).

The central idea of 8 memory hicrarchy is thal Tor cach &, the Tastcr and smaller
stowage device al level & screes as a cache Tor the larger and slower storape device
al level k + 1. Inoother words, cach level in Lhe hicrarchy caches dala objects Trom
the next kower level For example, the local disk scrves as a cache Tor [iles (such
as Web pages) retricved [rom remole disks over the network, the main memaory
serves &s A cache for dala on Lhe local disks, and 50 on, unlil we gel o the smallesy
cache of all, the scl of CPU registers.

Section 5.3 The Memory Hierarchy 593
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Figure &.24  The basic principle of cadhing in a memory hierarchy.

Figure 6.24 shows Lhe general concepl of caching in a memaory hicrarchy. The
storage al bevel k + 1 is partitioned inlo contliguous chunks of dala objocls called
bocks. Hach block has a unique address or name Lhatl distinguishes il from other
blocks. Blocks can be cither lxed-siced (the usual case) or variable-sieed (c.g, the
remolc HITMLL fikes stored on Web scrvers). For cxample, the kevel & + 1 sloragc
im Figure 624 is partitioned into 16 ixed-steed blocks, numbered O 1o 15

Similarly, the storage al level k is partitioned into a smaller scl of blocks thal
arc Lhe same sivz as LUhe blocks al level &k + 1. AL any poinl in lime, the cache al
level k conlains copics of a subscl of the blocks from level & + 1. For cxample, in

Cache Hits

When a program needs a particular dala objed 4 from bevel k + 1, it list kooks
for 4 in onc of the blocks currcnlly stored al level k. IT o hagpens o be cached
al level &, then we have whal is called & cache At The program reads J directly
Trom lewel k, which by the natwre of the memaory hicrarchy is [aster than reading
from level & + 1. For example, a program with good lemporal bocalily might read
a dala objocl from block 14, resulling in & cache hil from bewvel k.
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Cache Misses

IL, on the other hand, the data object  is nod cached at level k, then we have whal
is called a cache miss. When Lhere is a miss, e cache al level & fetches the block
conlaining J [rom Lhe cache al lewel k + 1, possibly overwriling an cxisting block
il the lewel k cache is alrcady Tull.

“This process of overwriling an cxisting block is known as replacing or eviciing
the block. The block that is cvicled is somelimes reforred Lo as 8 wiolfm ook,
‘Thi decision aboul which Mock 1o replace is governcd by Uhe cache's replacement
policy. For cxample, a cache with a random replacement policy would choosc
a random victim block. A cache with a least-recently uscd (LRLUY) replaccmcnl
pelicy would choosc the block Lhal was last accesscd Lhe furthest in Lhe pasL

Adler the cache al kevel & has felched the block [rom level k + 1, the program
can rcad o from level k as before. For cxample, in Figure 6.24, reading a data objocl
Trom block 12 in the level & cache would resollin a cache miss because block 1215
nol currenily stored i the kevel & cache. Oince it has been copicd from level &+ 1
o lewvel k, block 12 will remain thore in cxpectation of laler acoesscs






